
Article 1: What is Ethical AI?
Understanding the Core
Principles

Introduction:
Ethical AI refers to the development and deployment of artificial intelligence systems in a way or
manner that is aligned with Regional ethical social values ensuring that the technology is 

fair.
transparent.
accountable. 
respects privacy. 

As AI continues to advance, it is essential to keep these principles in mind, using real-world
examples to guide improvements and hold developers accountable.

By focusing on these core principles, AI professionals can contribute to the creation of technologies
that enhance human life while safeguarding against harmful consequences.

Core Principles of Ethical AI:
1. Fairness: AI systems should be designed to avoid discrimination and ensure that

outcomes are fair for all individuals and groups. Fairness in AI means minimizing bias,
especially biases related to race, gender, or socioeconomic background.
 

2. Transparency: AI systems must be transparent, meaning their decision-making
processes should be understandable and explainable to humans. Users need to know how
decisions are made, especially in high-stakes areas like healthcare or finance.
 

3. Accountability: AI systems should have clear accountability structures, ensuring that
humans remain in control and responsible for decisions made by AI. If an AI system makes
a harmful decision, it should be possible to identify who is responsible for the oversight
and the consequences.



 
4. Privacy: AI systems must respect individuals' privacy and comply with data protection

regulations, such as the General Data Protection Regulation (GDPR) in the European
Union. AI models often rely on large datasets, which can sometimes contain sensitive
information. Therefore, privacy-preserving techniques, such as differential privacy, are
crucial.
 

5. Safety: AI should not cause harm to individuals, society, or the environment. Safety
measures should be in place to prevent unintended consequences, particularly in systems
with autonomous decision-making capabilities.
 

Real-World Examples of Fairness
Issues in AI (2020-2024)
Through an in-depth analysis of real-world examples of fairness in AI from 2020 to 2024, we have
focused on uncovering the challenges faced and the lessons learned. These insights aim to guide
future developers in understanding the pitfalls to avoid, and provide valuable lessons for fairness,
mitigating bias, and advancing ethical AI practices

Sno Topic or Real World Example URL

1 Racial Discrimination in Face
Recognition Technology(2020)

https://sitn.hms.harvard.edu/flash/202
0/racial-discrimination-in-face-
recognition-technology/

2 Racial and Gender bias in Amazon
Rekognition — Commercial AI System
for Analyzing Faces.

https://medium.com/@Joy.Buolamwini
/response-racial-and-gender-bias-in-
amazon-rekognition-commercial-ai-
system-for-analyzing-faces-
a289222eeced

3 Machine Bias https://www.propublica.org/article/ma
chine-bias-risk-assessments-in-
criminal-sentencing

4 Google Photos Racial Bias https://www.bbc.com/news/technolog
y-33347866
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5 Apple Card Gender Bias https://www.wired.com/story/the-
apple-card-didnt-see-genderand-
thats-the-problem/
 
https://www.bbc.com/news/business-
50365609
 

6 Amazon AI Recruitment Bias https://www.bbc.com/news/technolog
y-45809919
 

7 Instagram Algorithm Bias https://medium.com/@heysuryansh/e
xploring-instagrams-algorithmic-bias-
towards-attractive-women-and-its-
impact-on-users-case-79a4c7e6583f
 

8 AI Healthcare Bias https://www.nature.com/articles/s417
46-023-00858-z
 

Below are the key points drawn from these examples, covering everything from data handling to
model testing and governance.

AI Fairness Training Checklist
1. Data Collection and Representation

☐ Ensure diverse datasets, representing various demographics (age, race, gender, etc.).
☐ Avoid using historically biased data that could perpetuate societal inequalities.
☐ Use high-quality, balanced datasets, especially for minority groups.
☐ Consider intersectionality (e.g., multiple aspects of identity like race and gender).
☐ Maintain transparency about data sources, collection methods, and selection criteria.
☐ Continuously update datasets to reflect current societal realities.
☑ Address data imbalances to ensure fair representation of minority groups.
☐ Ensure sensitive data is protected and privacy is maintained.
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2. Preprocessing and Labeling
☐ Check for label bias during manual data labeling processes.
☐ Implement fair sampling techniques (e.g., stratified sampling) to balance data
representation.
☐ Use preprocessing techniques to identify and mitigate bias in data.
☐ Anonymize and de-identify sensitive personal data during preprocessing.

3. Model Selection and Algorithm Design
☐ Make fairness an explicit design goal during model selection.
☐ Use fairness-aware algorithms (e.g., adversarial debiasing ).
☐ Ensure the selected model complexity aligns with the need for transparency and fairness.
☐ Evaluate model performance on different demographic groups to ensure fairness.

4. Evaluation and Metrics
☐ Use fairness metrics like Demographic Parity, Equalized Odds, and Fairness
Through Awareness to assess fairness.
☐  Track group-specific performance metrics (e.g., women vs. men, white vs. Black, African
vs Asian ) for fairness evaluation.
☐ Conduct error analysis broken down by demographic group to identify potential biases.
☐ Perform regular bias audits to assess and address fairness gaps in the model.
☐ Ensure that model calibration reflects true probabilities across different groups.

5. Testing and Validation
☐ Test the model for bias in real-world scenarios to understand its behavior in diverse
conditions.
☐ Validate performance on edge cases and rare groups to avoid bias in unusual
circumstances.
☐ Conduct cross-domain testing to evaluate fairness across multiple real-world applications.
☐ Simulate unseen data to test for bias in novel inputs and situations.

6. Ethical Oversight and Governance
☐ Incorporate ethical review boards or committees to oversee fairness throughout the
model development process.

https://www.investopedia.com/terms/stratified_random_sampling.asp#:~:text=Stratified%20random%20sampling%20is%20a,as%20income%20or%20educational%20attainment.
https://towardsdatascience.com/reducing-bias-from-models-built-on-the-adult-dataset-using-adversarial-debiasing-330f2ef3a3b4


☐ Involve diverse stakeholders (e.g., ethicists, sociologists, community representatives) in
the development process.
☐ Set up a framework for regular monitoring and updating of AI models to maintain fairness.
☐ Establish AI governance structures with clear accountability for fairness-related decisions.
☐ Document all fairness-related actions taken during model development and make it
available for external review.

7. Explainability and Transparency
☐ Ensure the AI model is explainable and its decision-making process is understandable to
non-experts.
☐ Be transparent about the training data, model design, and fairness considerations in the
AI system.
☐ Provide open access or documentation to allow third-party audits for fairness and
transparency.
☐ Maintain comprehensive audit trails for model decisions and updates for accountability.

8. Bias Mitigation Techniques
☐ Use fairness-aware training algorithms to adjust model parameters and reduce bias
during training.
☐ Implement adversarial training to expose the model to counterexamples that highlight
bias.
☐ Post-process model predictions to remove any biased outcomes after training.
☐ Apply counterfactual fairness to ensure that predictions are not influenced by sensitive
attributes.

9. Model Deployment and Feedback Loops
☐ Collect real-world feedback from users to evaluate fairness after deployment.
☐ Avoid deploying models in high-stakes areas (e.g., criminal justice, healthcare) without
rigorous fairness testing.
☐ Conduct post-deployment audits to detect and address emerging biases in deployed
models.
☐ Communicate transparently with users about how the AI model was trained and the
fairness measures taken.

10. Education and Awareness



☐ Provide AI developers with bias-awareness training to recognize and address unconscious
biases.
☐ Build diverse development teams to ensure multiple perspectives on fairness issues.
☐ Prioritize inclusive design principles to ensure AI systems are beneficial for all
demographics.
☐ Regularly consult with communities impacted by the AI system to ensure fairness
concerns are addressed.

11. Legal and Regulatory Compliance
☐ Ensure the AI model complies with anti-discrimination laws and legal frameworks (e.g.,
GDPR, Equal Employment Opportunity laws).
☐ Ensure the AI system can be audited to meet legal standards and avoid liability for biased
outcomes.
☐ Abide by data protection regulations and maintain privacy during AI model training and
deployment.
☐  Conduct regular ethical impact assessments to evaluate potential negative effects on
specific groups or individuals.

** 28-Nov-2024 **

AI Transparency Training Checklist
1. Transparency in Data Handling

☐ Clearly document all data sources, their origins, and the methods used for collection.
☐  Provide visibility into how data pre-processing is conducted, including cleaning and
augmentation.
☐ Share information about the representation of diverse demographics in the dataset.
☐ Disclose any limitations, biases, or known gaps in the dataset.
☐ Maintain records of data access and ensure compliance with privacy regulations.

2. Transparency in Model Design and Training
☐ Publish a clear description of the model architecture, including its structure, parameters,
and training methodology.



☐  Specify why the particular model was chosen for the task, emphasizing trade-offs
between complexity and interoperability.
☐ Include detailed documentation of fairness-aware algorithms or bias mitigation
techniques used.
☐ Provide logs of training iterations, updates, and the rationale for changes to the model.
☐ Ensure that all stakeholders understand the role of automated decision-making within the
model.

3. Transparency in Algorithm Selection
☐ Justify the choice of algorithms, including their intended applications and constraints.
☐ Highlight how algorithms handle sensitive variables to mitigate bias or unfairness.
☐  Document the evaluation metrics used, such as fairness metrics (e.g., Equalized Odds).
☐ Explain algorithmic trade-offs between accuracy, fairness, and interpretability.
☐ Make available the details of algorithm-specific parameters or thresholds that impact
decision-making.

4. Transparency in Testing and Evaluation
☐ Publish results of bias audits and fairness testing, highlighting findings and resolutions.
☐ Provide clear evaluation of model performance across different demographic groups.
☐ Document and share the process of testing models on edge cases and unseen scenarios.
☐ Include an explanation of performance metrics and their implications for users.
☐ Report any limitations or uncertainties identified during testing.

5. Explainability and Interpretability
☐ Use interpretable models or implement techniques like SHAP or attention mechanisms to
explain outputs.
☐ Provide accessible explanations of how the model makes decisions, tailored to both
technical and non-technical stakeholders.
☐ Highlight instances where model decisions could be influenced by sensitive attributes.
☐ Share the logic or rules behind key decision thresholds or parameters.
☐ Regularly validate and refine explainability tools to ensure alignment with system
behavior.

https://mlu-explain.github.io/equality-of-odds/
https://www.datacamp.com/tutorial/introduction-to-shap-values-machine-learning-interpretability


6. Transparency in Deployment and Monitoring
☐ Clearly inform end-users when they are interacting with an AI system.
☐ Provide detailed documentation on the intended use case and the system's scope of
decision-making.
☐ Disclose how AI predictions or recommendations are monitored for ongoing accuracy and
fairness.
☐ Ensure feedback mechanisms are in place for users to report errors or unintended
outcomes.
☐ Publish post-deployment audits that monitor model behavior and identify any emergent
biases.

7. Governance and Accountability
☐ Maintain detailed audit trails of decisions made by the AI system and actions taken to
address transparency concerns.
☐ Establish governance frameworks that oversee transparency practices, including roles for
ethical review boards.
☐ Share information about the processes used for auditing and updating AI systems.
☐ Document steps taken to comply with ethical standards and legal regulations (e.g., GDPR,
anti-discrimination laws).
☐ Communicate accountability measures, such as contact points for queries and the roles of
team members involved in model development.

8. User Communication and Stakeholder
Engagement

☐ Provide detailed, non-technical documentation for end-users to understand system
functionalities.
☐ Engage stakeholders during the design and deployment phases to identify and address
transparency concerns.
☐ Share updates on model improvements, including their impact on fairness and
performance.
☐ Create public transparency reports detailing the AI system’s operations, decisions, and
changes over time.
☐ Offer clear channels for users to contest decisions or request further explanations.



9. Ethical Oversight and Continuous Improvement
☐ Implement ethical review processes to evaluate transparency at every stage of the AI
lifecycle.
☐ Regularly review transparency practices to align with evolving ethical standards and legal
requirements.
☐ Monitor the societal impact of AI systems and adjust transparency strategies based on
real-world use.
☐ Encourage an internal culture of openness, where developers prioritize transparency as a
core value.
☐ Train teams to recognize and address transparency-related challenges proactively.

AI Accountability Checklist
1. What’s Accountability in AI?
AI is all around us—helping us shop online, making hiring decisions, or even suggesting songs to
listen to. But what happens when something goes wrong? Who is responsible? That’s where
accountability comes in

2. Why Does Accountability Matter?
Let’s say an AI system rejects your bank loan or denies admission to a college. Wouldn’t you want
to know why? If no one takes responsibility for the AI, it can harm people and cause confusion.
Accountability ensures there’s always a clear answer to “Who is responsible?”

The Accountability Training Checklist
1. Roles and Responsibilities

☐ Have we decided who is responsible for designing, training, and running the AI system?
☐ Is there a person or team assigned to check if the AI is following ethical rules?
☐ Are the people making big decisions about the AI ready to take ownership if something
goes wrong?

2. Clear Decision-Making



☐ Can the AI explain how it made a decision in simple language?
☐ Are we keeping proper records of all the important decisions taken during development?
☐ Is there a system to check and review these decisions after the AI starts working?

3. Checking for Fairness and Bias
☐ Have we tested the AI to ensure it is treating all people fairly, without bias?
☐ Do we have a process to fix the AI if we find it is being unfair?
☐ Are these checks properly recorded and shared with the right people?

4. Handling Mistakes and Misuse
☐ Is there a system in place to find and correct errors in the AI?
☐ Do we know what steps to take if the AI causes harm or makes a big mistake?
☐ Can people report problems with the AI, and will they get a proper response?

5. Following Rules and Ethics
☐ Are we following all the laws, like data privacy rules (e.g., GDPR) and anti-discrimination
laws?
☐ Have we written down how our AI is made fair, transparent, and safe?
☐ Are we ready to show this information to regulators or authorities if needed?

6. Monitoring and Updating Regularly
☐ Are we keeping an eye on the AI’s performance after it is deployed?
☐ Are all updates and changes to the AI properly recorded and checked for fairness?
☐ Are we learning from mistakes and making improvements for future AI projects?

7. Communicating with Users
☐ Do people know they are interacting with an AI system and not a person?
☐ Do users understand how the AI affects them and why it makes certain decisions?
☐  Can users raise concerns or challenge AI decisions easily?



Final Thought
Whether you’re a student learning about AI or a professional working with it, remember:
accountability in AI is not optional. It’s about building systems that work fairly, safely, and
responsibly for everyone.
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